M.Sc (5-yr Integrated) Systems Biology

New Course Contents 2015 -2016 Batch onwards

SEMESTER : 7 (Jul – Nov) (FOURTH YEAR)

45. SB 401  Recombinant DNA technology and Gene Regulation-  3cr

The power of recombinant DNA technology;The historical work that led to the preparation of recombinant DNA molecules; Preparation and construction of genomic, CDNA and subtraction libraries; Transformation and Transfection Assays; Different Vectors, DNA sequencing , Protein-DNA interactions etc., (Mobility and Gel retardation assays, Nick translation, PCR Importance; enzymes involved in biotechnology research like polymerases, nucleases ligases, restriction endonucleases etc., Isolation and identification of genes;  Markers to identify cloned mammalian genes, bacterial and yeast genes, reporter genes. Mutagenesis of cloned genes by different means, Random and Site-specific Mutagenesis; Different types of expression systems for the expression of recombinant proteins Yeasts, mammals and plants for expression of recombinant proteins.  Examples that involve various strategies in the expression of recombinant proteins of therpeutic importance in bacteria and strategies to develop transgenic plants and animals; Targeted gene replacement or creation of knockout mice and its potentialities to evaluate the role genes in growth, development, differentiation and death. Regulation of Gene Expression: Transcriptional Regulation;  Selective models like Ara, Lac, Trp, His operon transcription from bacteria ,  Translational Regulation with suitable model systems and examples in development, splicing, importance of small nuclear RNAs, micro RNA and Silencing RNAs etc., 

Books: Recombinant DNA Technology: A short Course by Watson et al., Molecular Biology by Watson et al. 
46. CA501 COMPUTER BASED NUMERICAL METHODS  - 3cr
Objective: To understand Computation and to make use the computers effectively for solving problems. DesigningFlowcharts, algorithms for providing apt computation. Students are expected to have functions to provide solutions to numerical problems, which will be useful in their other courses as well as project works 

Upon successful completion of this course, the student will be able to: 

( Quantify absolute and relative errors. ( Distinguish between round-off and truncation errors. ( Interconvert binary and base-10 number representations. ( Define and use floating-point representations. ( Quantify how errors propagate through arithmetic operations. ( Implement the bisection method for solving equations. ( Implement both Newton-Raphson and secant methods. ( Perform basic matrix operations. ( Define and perform Gaussian elimination to solve a linear system. ( Identify pitfalls of Gaussian elimination. ( Define and perform Gauss-Seidel method for solving a linear system. ( Define and identify special types of matrices. ( Use LU decomposition to find the inverse of a matrix. ( Define and perform singular value decomposition; explain the significance of singular value decomposition. ( Define interpolation. ( Define and use direct interpolation to approximate data and find derivatives. ( Define and use Newton’s divided difference method of interpolation. ( Define and use Lagrange and spline interpolation. ( Derive and apply the trapezoidal rule and Simpson’s rule of integration. ( Distinguish Simpson’s method from the trapezoidal rule. ( Estimate errors in trapezoidal and Simpson integration. ( Derive and apply Romberg and Gaussian quadrature for integration. ( Investigate how step size affects accuracy in Euler’s method. ( Implement and use the Runge-Kutta 2nd order method for solving ordinary differential equations.
2. Prerequisites

Finite representation of numbers, Flowchart, exposure to algorithms, Real Analysis, one of the programing

Languages.

3. Course Outline

UNIT - I: Transcendental and Polynomial equations

UNIT - II: System of Linear Algebraic equations and eigenvalue problems

UNIT - III: Interpolation and Approximation

UNIT - IV: Differentiation and Integration

UNIT - V: Ordinary differential equations

4. Reading Material

Text Books

1. M.K. Jain, S.R.K. Iyengar and R.K. Jain (1993) “Numerical Methods for Scientific and Engineering

Computation” Wiley Eastern Limited

References

1. Erwin Kreyszig (1993) “Advanced Engineering Mathematics” Wiley

2. Press, Teukolsky, Vellerling and Flannery (1992) “Numerical Recipes in C - the Art of Scientific

Computing” Cambridge

3. Abromowitx and Stegum (1972) “Handbook of Mathematical Functions with formulas, Graphs and

Methematical Tables” National Bureau of Standards Applied Mathematics Series . 55 Siperintendent of

Documents U.S. Government Printing Office Washington, DC 20402

4. Jaan Kiusalaas (2009) “ Numerical Methods in Engineering with MATLAB” Cambridge University

Press

(http://mhbb2012.persiangig.com/.uxdhABZETd/Numerical%20Methods%20in%20Engineering%20

with%20MATLAB,%202nd%20Edition%20Sep%202009.pdf)

Note: Recommended to use MATLAB for Demos explaining/visualizing the concepts
47. SB403 Bioinformatics   -  3 Credits

Unit 1: Historical perspective of Bioinformatics; introduction to biological databases: concepts of primary

and secondary databases; EMBL, Genbank; Metaservers: Entrez

Pairwise sequence alingment: Pair-wise sequence comparison by DOTMatrix approach; Pair-wise

substitution scoring matrices; PAM, BLOSSUM etc Gap penalties (Linear and Affine gap models); Pair-

wise sequence alignment by Dynamic programming ; Global (Needleman and Wunsch) and Local

alignments (Smith & Waterman); Measures of similarity (Alignment score, % sequence identity, %

similarity, Statistical scores E, P and Z scores); Heuristic approaches for pair-wise sequence alignments;

BLAST and FastA methods; Karlin-Altschul Statistics (Extreme Value Distribution; HSPs etc);

Limitation of pair-wise methods; PSI-BLAST; PSSM, PHI-BLAST

Unit 2:Multiple sequence alignment; comparison to pair-wise method; SP scoring; complexity of

multidimensional DP; progressive sequence alignment approach and its limitations; Identification of

patterns from MSA; PROSITE; regular expressions; calculation of sequence profiles and their application

Unit 3:Molecular Phylogenetics: Tree of Life; Molecular clock hypothesis; Rooted and unrooted trees; Nodes,

branches, Topology of a tree, Methods: Maximum parsimony; Distance-based (UPGMA and NJ) and

Maximum likelihood; Boot-strapping method.
48. SB404 Statistical Physics for Biologists – 3cr

49.  SB405 Proteomics - 4 Credits

Unit1: Proteins to proteomes: Amino acids structure and general properties, types of structures of

proteins, Protein classification, alpha-helix, beta-strands, loops and coils, Evolution of protein structures,

protein stability and folding, Ramachandran plot, hydrophobicity and its applications; proteins enriched

with disordered regions and their evolution and functions

Unit 2: Introductory thermodynamics and kinetics: Handling and analyzing kinetic data and free energy:

Graphical analysis of single and double substrate reactions, Enzyme inhibition and rate studies related to

inhibition, allosteric enzymes, mutational analysis, subunit interactions and regulation

Unit 3: Sequence and structure determination: Mass Spectrometry, Protein digestion, Sample

preparation, sample ionization, Mass analysis, types of mass spectrometers, Peptide fragmentation,

approach to mass spectrometry, Tandem mass spectrometry and SALSA, Peptide mass fingerprinting and

protein identification, Database Utilization, de novo peptide sequence information, amino acid sequence

database searching, un-interpreted MS/MS data searching, spectrophotometry, circular dichroism,

fluorescence.

Unit 4: Protein interactions: Yeast two-hybrid system, protein-protein interaction, protein-DNA

interaction, Protein chips technology, post-translational modifications; protein degradation. Two

dimensional PAGE for proteome analysis

Unit 5: Basics of three-dimensional structure determination and predictions: Small-and macromolecular

crystallography, structure solution, phase problem and direct methods, model building and refinement

methods, temperature and occupancy factors, data and model quality –R-factor and resolution,

Interpretation and use of X-ray crystallographic and NMR structures, protein structure predictions -

homology modeling, fold recognition and ab inito structure prediction methods, structure consistency and

validation tools; Procheck, WhatIF and verify3D.

Suggested reading:

(i) Structural Bioinformatics by P. E. Bourne and H. Weissig, Wiley-Liss

(ii) Crystal Structure Analysis: A Primer by J. P. Glusker & K. N. Trueblood, Oxford University

Press

(iii) Introduction to protein structure by Carl Branden & John Tooze, Garland Science
50. SB 406 LAB Techniques (Mol Biol/Proteomics /CBNM/Bioinformatics) -6cr 

A. Mol Biol Practicals (2 credits, by Dept Biochem) Expt 1: Trasnformation of bacteria Expt.2 Plasmid DNA isolation Expt.3 Restriction endonuclease digestion & Agarose gel electrophoresis Expt 4: Inserting a DNA fragments into a vector by ligation Expt 5: Induction of Beta galactosidase in E.coli-effect of various    

 inducers. Expt.6: PCR amplification of a segment of DNA. Expt 7. Knock out of a gene in yeast SDS-  

PAGE, Native PAGE, Northern, southern, western blots.

Lab Techniques for Bioinformatics (Contact Dr. JSS Prakash)
IT LAB (NUMERICAL METHODS) 
1. Credits: 2 
2. Course Outline 
UNIT - I: Transcendental and Polynomial equations Practical problems: (i) Bisection Method (ii) Newton’s Method (iii) Iteration Methods . UNIT – II:Systemof Linear Algebraic equations and eigenvalue problems Practical problems: (iv) L U decomposition (v) Gauss Elimination Method (vi) Computation of eigenvalues and eigenvectors UNIT - III: Interpolation and Approximation Practical problems: (vii) Lagrange Interpolation (viii) Hermite Interpolation (ix) Least Square Approximation (x) Rational Approximation UNIT - IV: Differentiation and Integration Practical problems: (xi) Numerical Integration based on Interpolation (xii) Romberg Integration (xiii) Quadrature method

 UNIT – V: Ordinary differential equations Practical problems: (xiv) Single step and multiple step method (xv) Predictor-Corrector Methods
SEMESTER: 8 (Jan – April) (FOURTH YEAR)
51. SB451 Genomics - 3 Credits

 Pre-requisite: Any Molecular Biology or Genetics Courses. Unit 1: Introduction to Genomics: Structure and organization of prokaryotic and eukaryotic genomes, nuclear and organelle genome, mitochondrial and chloroplast Genomes, gene density, C-value paradox, intergenic DNA, micro and mini repeats (satellites). Unit 2 Structural genomics: Genome mapping, Genetic markers, physical mapping (RFLP, AFLP, SNP etc.), BACs and YACs, Genome sequencing, contigs, genome sequencing projects;, genome mining, genome synteny , Gene annotation, finding genes and regulatory regions, Prediction of gene function, Annotations by comparison of sequence, secondary structure and large scale mutagenesis; NGS whole genomesequencing technology and methods. Unit 3: Functional and comparative genomics: concepts and application, Gene expression profiling, Basic principles, methods and technology for gene expression profiling; northern blotting, qRT-PCR analysis, SAGE, DNA Microarrays, NGS based RNA seq methods including whole transcriptome analysis: Design of DNA chip, cDNA and oligonucleotide arrays, Differential gene expression, Genotyping/SNP detection, Computational analysis of microarray data, Data normalization, Clustering gene expression profiles, Expressed sequence tags; Metagenomics, Comparative genomics and its applications.
Books recommended: Principles of Gene Manipulation and Genomics Third Edition By Richard M. Twyman, Sandy Blackadder Primrose Blackwell Scientific Publications,
52. SB452 Computational systems biology - 3 Credits
 Pre-requisite: Bioinformatics, Molecular and cellular biology Unit 1: a) Introduction to Computational Systems Biology; Types of data used in modeling; Types of models (gene regulatory, metabolic, Signal pathway, disease, population); types of modeling frameworks (Deterministic vs Stochastic; Static vs. Dynamics; Robustness and Stability of systems b) Methods used in systems biology (Ordinary differential equations (ODE) ▪ Linear ODEs; Non-linear ODEs, steady states ▪ Stability analysis - Linear systems; Non-linear systems; Phase plane analysis; Stable and unstable limit cycles; Oscillations; Bistability; Positive and negative feedback ▪ Parameter estimation and validation – Data sources, Regression techniques (maximum likelihood, least squares methods), optimization algorithms ▪ Michaelis-Menten and Hill functions Unit2: a) Stochastic modeling and Simulation, Chemical master equation; Gillespie algorithm; Stochastic ODEs b) Logical modeling, Logic gates; Graph construction; Boolean networks c) Metabolic control analysis (MCA), Control and elasticity coefficients; Summation theorems, connectivity relations theorems d) Biochemical Systems Theory (BST), Power law representation; S-Systems and General Mass Action; Comparison of MCA and BST modeling approaches e) Flux Balance Analysis (FBA): Linear Programming; Constraints f) Neural Modeling: Hodgkin-Huxley model, Markov models, Action potentials, Voltage-activated Ion channels, Nernst Equation, Electrical Properties of Neurons Tools and databases: SBML; Modeling tools- Gepasi, Virtual cell, Cell Designer, GENESIS Unit 3: a) Graph Theory; Euler path/circuits; Cliques; Network motifs; bipartite networks; directed and undirected graphs/networks with examples b) Models of networks: ER model of a random network; real-world networks; Barabasi-Albert model; scale-free nature of a network; scale-free v/s random networks; robustness and fragile nature of scale-free network; modularity, heterogeneity and randomness of networks c) Centrality measures- degree centrality, betweeness, closeness, eigen value, page-rank etc; hubs, bottlenecks, modules Unit 4: a) Protein-protein interaction networks; data resources; lethality-centrality rule; spatio-temporal aspect; Dichotomy of hubs: Date and party hubs; local and global hubs and their molecular characteristics; hub nodes as ensemble of various isoforms possible due to alternative splicing for genes b) Gene networks/basic concepts, example: Lac-operon c) Host-pathogen protein-protein interaction networks both bipartite and bridge networks d) Disease-disease networks
References: 1) An Introduction to Systems Biology: Design Principles of Biological Circuits by Uri Alon Published by Chapman & Hall/CRC Mathematical and Computational Biology 2) Analysis of Biological Networks Edited by Björn H. Junker and Falk Schreiber Published by Wiley

53. SB453 Machine Learning and Data analytics - 3 Credits

 Unit 1: • Data analytics, Predictive data analytics, Descriptive data analytics, Prescriptive data analytics • Introduction to Machine learning algorithms, Supervised learning models, Unsupervised learning models, • Decision tree based classifiers, Random forest, Artificial Neural Networks; and Support Vector Machines, k-Nearest neighbor (kNN), etc. • Clustering techniques: k-Means clustering and hierarchical clustering, Dimensionality reduction with Principle component analysis. • Introduction to Markov chains, Naïve Bayes. • Introduction to Genetic Algorithms. Unit 2: Database systems, Entity relation model, Relational model, Relational database design • Biological databases: GenBank-protein sequence database-EMBL Data Library- Brooke Heaven Database-Cambridge database • Data acquisition, data distribution • Compatibility of formats of data from different databases Unit 3: Big data analytics What is Big Data? And introduction to Big Data analytics. Big Data in Life Sciences / Healthcare. Introduction to platforms for distributed analytics– Hadoop, Spark.

54. SB454 Molecular Modeling and simulations - 3 Credits

Unit 1: • IUPAC nomenclature, terms and atom-numbering for various biomolecules; coordinate systems (orthogonal/polar/cylindrical) used for conformational descriptions; geometrical parameters: bond length, angle and torsion angles, their calculations, improper and proper dihedral angles; steric criteria, Hard and soft spheres models. • Data representation and formats: Data formats for 2D, SMILES/InChI notations, matrix representation, connection tables, 3D data formats, PDB, CIF, RES, Mol2, SDF formats, Z-matrix, topology and parameter files, database redundancy • Stereochemistry: Chemical diagrams and projections, rules for Fischer projections, absolute and relative configuration, Cahn-Ingold-Prelog (CIP) rules, R/S, E/Z and cys/trans nomenclature, CORNrule, enantiomer and chirality, chirality of drugs and its consequences, diastereomers, meso compounds, stereogenic unit and stereogenic center, isomers and isomerism, puckering of alicyclic rings, group theory
Unit 2: • Molecular Mechanics: empirical potential functions; ball-and-spring model, harmonic approximation, bond length, angle, torsional, out-of-Plane and cross terms, popular, force field parameterization and various approaches for the problem, validation of force field, force fields and programs - MM, AMBER, CHARMM, OPLS, GROMOS, GROMACS, CVFF, Deriding and Universal force field, other methods of molecular energy calculations - ab initio, semi-empirical, density functional analysis • Energy minimization: Optimization methods, gradient (derivative methods): Steepest descent, Conjugate gradient and Newton-Raphson methods, constraint minimization, SHAKE and Tethering algorithms, Criteria for truncating minimization • Molecular Dynamics: Steps in typical MD simulations, minimization, equilibration and data collection, velocity scaling, periodic boundary condition, Numerical integrators verlet algorithm, analysis of trajectories, water and membrane models for simulation, Monte carlo (MC) methods, conformation search procedure, protein folding problem, Anfinsen paradigm, folding pathway, Levinthal paradox and Folding Funnel, • Electrostatics in chemistry & biology: concept of electric field, multipole expansion of a charge distribution, permanent and induced dipole and their interactions, peptide dipole, partial charge, dielectric constant, continuum and discrete solvation model, intermolecular interactions, hydrogen bonds, weak intermolecular interactions, pi-pi interactions, geometry criteria • molecular docking, scoring functions, introduction to Gold, autodock and Surflexdoc • Recommended texts (ii) Chemoinformatics by J. Gasteiger and T. Engel, Wiley VCH (iii) Molecular Modeling and Simulation by Tamar Schlick, Springer (iv) Molecular Modelling: Principles and Applications by Andrew R. Leach, Pearson Education (v) Stereochemistry Of Organic Compounds by Ernest L. Eliel, Wiley (vi) Molecular modeling: basic principles and applications by H.-D. Höltje et al., Wiley-VCH. (vii) Computational Chemistry by Errol G. Lewars, Kluwer Academic Publishers (viii) Molecular Mechanics across Chemistry by A. K. Rappé & C. J. Casewit, University Science Book (ix) Computational Chemistry by David C. Young, Wiley Inter Science (x) Introduction to Computational Chemistry by Frank Jensen, John Wiley and Sons (xi) Numerical Optimization by J. Nocedal and S. J. Wright, Springer (xii) Computer simulation of liquids by M. P. Allen & D. J. Tildesley, Oxford Science Publications (xiii) Encyclopedia of Computational Chemistry by Paul von Ragué Schleyer, John Wiley & Sons. (xiv) Introduction to Electrodynamics by David J. Griffiths, Benjamin Cummings.

55.  SB456 Lab Techniques- 6 cr 

   Genomics/Computational Systems Biology/Machine Learning Methods and Data Analytics/Molecular  

    Modeling and Simulations

 Lab techniques for Molecular modeling: Mol Modelling Techniques: Techniques of three-dimensional structure determination and predictions: Small-and macromolecular crystallography, structure solution, phase problem and direct methods, model building and refinement methods, discussion on SHELX, temperature and occupancy factors, data and model quality –R-factor and resolution, Interpretation and use of X-ray crystallographic and NMR structures, protein structure predictions - homology modeling, fold recognition and ab inito structure prediction methods, structure consistency and validation tools; Procheck, WhatIF and verify3D.
